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Abstract 
A method for solving nonlinear transient inverse heat conduction problems is presented. To 
overcome the nonlinearity of the problem, not only the time domain is divided into several 
sub-domains, but also the geometrical domain. By using an inverse method, the unknown 
variables are determined in each sub-domain. The finite element method (FEM) is used for 
the sensitivity analyses in the sub-domains. The ill-posedness of the inverse problem in each 
sub-domain is much less than that corresponding to the original domain and hence the inverse 
problem is solved efficiently in each sub-domain. Three non-linear transient problems are 
analyzed by both the method presented in this paper and the conventional method. According 
to the results obtained, it is shown that the proposed domain decomposition method (DDM) is 
more stable, accurate and faster than the conventional method with a single domain. 
 
Keywords:  inverse problem, finite element method (FEM), domain decomposition method 
(DDM), nonlinear transient heat conduction 
 
1. Introduction 
Direct heat conduction problems are concerned with the determination of the temperature at 
boundary and interior points of a region when the domain, initial and boundary conditions, 
thermo-physical properties, and heat sources and sinks are specified [1]. However, some of 
this information is not available in some cases and, consequently, an inverse method should 
be used to determine the unknowns. The objective of inverse heat transfer problems is to 
determine thermal boundary conditions, thermo-physical properties, or intensity of heat 
sources, by using the information obtained from temperature measurements at some sampling 
points within the domain or on the boundary. Inverse heat conduction problems (IHCPs) have 
been widely studied over the past decades, see e.g. [1–6]. 
Until now, many exact or approximate analytical [7-9] and numerical [10-21] methods have 
been presented for the solution of IHCPs. Analytical solutions often contain infinite series, 
special functions, or eigenvalue problems, and their numerical evaluation is carried out by 
approximation.  
The finite element method (FEM) [12-14], the boundary element method (BEM) [16, 17] and 
meshless methods [18-21] are the most important methods for the numerical analysis of 
direct and inverse engineering problems. The FEM is a powerful method, which can be 
efficiently used for static, dynamic, linear, and nonlinear engineering problems. The BEM is 
an attractive method for analyzing problems without internal discretization; however, to solve 
some nonlinear or transient problems by this method, internal cells or nodes should also be 
considered [22, 23].  
It is very important to reduce the instability caused by the ill-posedness when dealing with 
inverse problems. Over the past few decades, various approaches, such as the Tikhonov 
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regularization method [10, 24], gradient iterative regularization [25, 26], the Levenberg–
Marquardt method [27], and the sequential function specification method (SFSM) [11, 28], 
have been developed to stabilize numerical inverse solutions. Moreover, other methods have 
also been suggested to solve IHCPs [29-31].  
The SFSM was first presented by Beck et al. [11]. In this method, by using information from 
several future time steps, the stability of the inverse solution increases and the sensitivity to 
measurement errors decreases. The use of future time steps has a good effect on the stability 
of the IHCP. Lin et al. [32] presented a modified sequential method for eliminating the 
leading error in order to provide an accurate and stable estimation of the solution by 
increasing the number of future time steps. The SFSM has been extensively used in many 
studies for solving IHCPs, see, for example, [33-36].  
The ill-posed behaviour of inverse problems is more serious for nonlinear problems. Until 
now, the time-domain decomposition has been widely used in inverse problems; however, to 
our knowledge, the decomposition of the space-domain has not been employed yet to analyze 
transient IHCPs. In the present study, a new decomposition method for the efficient inverse 
analysis of nonlinear transient heat conduction problems is presented. The FEM along with 
the SFSM are used to estimate the unknown heat fluxes on a part of boundary of a transient 
heat conduction problem with temperature dependent thermal properties. The domain 
decomposition method, which is presented in this paper, converts a difficult inverse problem 
into several simpler inverse problems. The original domain of the problem is divided into 
several smaller sub-domains. The geometrical size and nonlinearity of the problem in each 
sub-domain are much less than that corresponding to the original domain. By this approach, 
the inverse problem can be efficiently solved in each sub-domain. To show the efficiency of 
the proposed method, three inverse nonlinear transient heat conduction problems are 
considered and investigated herein. These problems are analyzed by both the conventional 
and the proposed methods, with a special emphasis on the efficiency, stability, and accuracy 
of these methods. 
 
 
2. The nonlinear IHCP and formulation 
A linear time-dependent inverse problem may be solved by considering the entire domain 
occupied by the material. However, to solve an inverse nonlinear problem, the time-domain is 
usually divided into several intervals and the problem is solved using a sequential method. 
This approach results in more stability in the process of the inverse analysis. Until now, the 
decomposition of the time-domain has been widely used by researchers to solve IHCPs. 
However, to our knowledge, the decomposition of the space-domain has not been employed 
as yet to analyze transient IHCPs and accelerate the process of an inverse analysis.  
The inverse analysis of a nonlinear problem is more complicated than that corresponding to a 
linear problem. The temperature dependence of thermo-physical properties in an IHCP makes 
the problem more difficult for the stable detection of unknown boundary conditions. This 
issue is more important when the geometrical dimensions of the problem are large and, in 
addition, the measurement points are far from the inaccessible boundary where the boundary 
conditions are unknown. In such cases, a larger number of iterations are necessary to carry 
out the inverse analysis. On the other hand, in some problems with severe nonlinear 
behaviours, the inverse analysis may even diverge. In the present study, not only the time-
domain, but also the space-domain is divided into several sub-domains to solve the inverse 
problem in order to overcome the aforementioned difficulties. 
Fig. 1a shows the geometry of the problem considered in the domain Ω . In this case, the 
initial conditions are given, while the boundary conditions are partially defined. The parts of 
the boundary with known boundary conditions are indicated by dΓ . A part of the boundary 
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on which the boundary condition (heat flux) is unknown is denoted by uΓ . The boundary 

condition on a part of the boundary is over-determined, e.g. the boundary heat flux is known 
and the temperature at several sampling points on this part of the boundary is also measured. 
This portion of the boundary is denoted by oΓ . It is assumed that there are I sampling points 

on oΓ  and J points with unknown heat fluxes on uΓ . It is also assumed that IJ ≤ . The aim 

of the problem is to find the heat flux at n time steps at the J points on uΓ .  

 

 
Fig. 1: a) Geometry of the problem with I sampling points and J unknowns. b) Decomposition of the 

main domain into N sub-domains. 
 
 
The vector of measured values, Y, and the vector of unknowns, q, are defined as follows:
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In Eq. (1), 1,iY  represents the measured temperature at the ith sampling point, while 1,iq  from 

Eq. (2) is the unknown heat flux at the ith point on uΓ . The inverse analysis consists of the 

following steps: 
 
Step 1: The original domain Ω  is divided into N sub-domains ( NΩΩΩ ,,, 21 L ) as shown in 

Fig. 1b. oΓ  is a part of the boundary of the first sub-domain 1Ω  and the boundary of NΩ  

contains uΓ . A part of the boundary of the domain 1Ω  which is common for 1Ω  and 2Ω  is 

denoted by u1Γ . Similarly, u2Γ , u3Γ , …, NuΓ  are defined (Fig. 1.b). 
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Step 2: The problem in 1Ω  can be considered as a complete inverse problem, in which the 

boundary oΓ  is over-determined and u1Γ  is the boundary with the unknown conditions. This 

inverse problem is much simpler than the original inverse problem in the domain Ω  because 
the distance between u1Γ  and oΓ  is less than that between  uNu Γ=Γ  and oΓ . This inverse 

problem is solved to find the essential and natural boundary conditions on u1Γ  at n time-steps. 

 
Step 3: The inverse problem in 2Ω  is then solved. In this sub-problem, u1Γ  is the over-

determined boundary and u2Γ  is the boundary with the unknown boundary conditions.  

 
Step 4: Similarly, the inverse problem is sequentially solved in the next sub-domains. After 
solving the inverse problem in NΩ , the unknowns on uNu Γ=Γ  are found. 

 
The details of the inverse analysis in a sub-domain are described in the following section. 
 
 
3. The inverse analysis in a sub-domain 
In this section, the formulation of the inverse analysis in a sub-domain is presented. A general 
sub-domain ( kΩ ) is shown in Fig. 2. It is assumed that the boundary conditions on the 

boundaries dΓ  are known and the essential and natural boundary conditions on the boundary 

u)1( −Γ k  have been found in the previous inverse analysis in the sub-domain 1−Ωk . Therefore, 

the boundary u)1( −Γ k  is considered as an over-determined boundary with I sampling points, 

while ukΓ  represents a part of the boundary with J unknown heat fluxes. 

 

 
Fig. 2: A general sub-domain. 

 
Suppose that this inverse problem has been analyzed up to time 1−mt  and the temperature 

distribution within the domain kΩ  has been found at the preceding time steps 

121  , , , −= mtttt L . The objective is to obtain the heat flux vector on ukΓ  for the new time step 

mtt = . To do this and according to the sequential method of Beck [11], r future time steps 

(including mtt = ) are considered; however, only the results corresponding to time step mt  are 

required. The other (r-1) future time steps are considered for a better stability and accuracy of 
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the inverse analysis. The vector of the known temperatures at I points on u)1( −Γ k  for r time 

steps is denoted by )(kY  and can be expressed as
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The vector of unknown values of flux at J points on ukΓ  after r time steps is represented by 
)(kq and can be expressed as
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The Tikhonov regularization method is used to find the vector )(kq . For this purpose, one 
defines the following function S 

)()()()()()( ][)()( kTkkkTkkS qqTYTY µ+−−=                 (5) 

where the vector )(kT  contains the temperature values at I points on u)1( −Γ k  after r time steps 

computed by considering a direct problem for )(kq . The vector )(kT  is expressed as 
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The first term in Eq. (5) is used to make the difference between the vectors )(kY  and )(kT  
small. The second term in Eq. (5) is used to prevent the components of the vector )(kq  from 
having large values. Small values of the regularization parameter µ  lead to oscillatory results 
in some cases. Increasing the value of µ  reduces the oscillations; however, the difference 
between the measured and computed values of the temperature at I sampling points increases. 
To find the unknown vector )(kq , the function S is minimized, i.e. 
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The matrix X in Eq. (7) is referred to as the sensitivity matrix and this can be expressed as 
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where each element of X is a triangular matrix given by 
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The unknown vector )(kq  can be found using Eq. (7) via an iterative procedure. Suppose that 

vector )(~ kq  is a guess for the heat flux vector and )(~ kT  is its corresponding temperature 
vector. The temperature vector can be approximately represented as 

)~(
~ )()()()( kkkk qqXTT −+=                                                                  (10) 

By substituting Eq. (10) into Eq. (7) and after some algebraic manipulations, the following 
equation is obtained: 

[ ] ( )[ ])()()(1)( ~~ kTkkTTk qXXTYXIXXq +−+= −µ                 (11) 
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Eq. (11) should be used in an iterative procedure and, therefore, it is better to be written in the 
following form 
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where (v) and (v+1) represent the current and new iterations, respectively. The sensitivity 
coefficients appearing in the present formulation can be approximated by a finite difference 
as follows: 
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where ε  is a small value. The value 001.0=ε is further used in this study, while the 
convergence criterion employed herein is given by 
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where e is a specified tolerance, which is selected based on the measurement error. 
 
 
4. Pre- and post-analysis smoothing 
Inverse problems are usually sensitive to input data, i.e. a small perturbation of the 
measurement data may cause severe fluctuations in the results. As a physical reality, we 
expect the temperature to be smooth over a smooth part of the boundary. However, 
measurement errors cause some fluctuations in the measured temperature. On the other hand, 
sometimes there exists an oscillation in the computed heat flux. It is clear that smoothing 
(filtering) the measurement data and the results of the inverse problem would be useful. In 
this work, the vector of measured temperatures is smoothed before the main inverse analysis. 
This operation is also known and referred to as pre-analysis smoothing. The computed vector 
of heat fluxes is also smoothed after the main inverse analysis and this is referred to as post-
analysis smoothing. For carrying out the pre- and post-analysis smoothing, the method 
presented in [37] is used. 
Suppose that V is a known vector with VN  oscillatory elements and V′  is the corresponding 

smoothed vector with the same number of elements, which is to be found. The vector V′  can 
be found using the following relationship [37] 

KSSSV T1T −=′ )(                                                                                         (15) 
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Here I is the identity matrix and γ is a smoothing parameter with the usual values in [0.5, 5]. 
In general, matrix H in Eq. (16) is a VV NN × square matrix; note that matrix H in Eq. (17) 
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was written for 5=VN . It can be shown that summing up the elements of 

vectorsV andV′ leads one to the same result [21]. 
 
 
5. The FEM formulation of the nonlinear transient heat conduction 
For the sensitivity analysis, a large number of direct nonlinear transient heat conduction 
problems should be solved. The FEM, which is a powerful method for solving nonlinear 
problems, is used for this purpose.  
The nonlinear transient heat conduction equation for a homogenous medium without domain 
heat sources may be recast as 

( )
t

tT
TcTtTTk

∂
∂=∇⋅∇ ),(

)()(),()(
x

x ρ ,                                      (18) 

where T represents the temperature, k is the temperature-dependent thermal conductivity, ρ is 
the density and c is the temperature-dependent heat capacity per unit mass. 
The initial and boundary conditions for Eq. (18) are given by 

)()0,( 0 xx TT =   in the domain )(Ω , 

TT =                on the boundaries with essential condition, 
( ) qTk =⋅∇− n   on the boundaries with natural condition, 

( ) )( ∞−=⋅∇− TThTk n  on the boundaries with convective condition, 

where n is the outward unit normal vector to the boundary, T0 is the initial temperature, T is 
the prescribed temperature on the boundary, q  is the applied normal heat flux to the 
boundary, while h and T∞ are the convective heat transfer coefficient and the ambient 
temperature, respectively. 
The spatial domain is discretized using quadrilateral finite elements. The analysis in the time 
domain is carried out using the finite difference method. On using the conventional finite 
element procedure [38], the following system of equations is obtained: 

FKTTC =+&                                                                                        (19) 
where C, K, and T are the capacitance matrix, stiffness matrix and temperature vector, 
respectively. It should be mentioned that time derivatives in Eq. (19) are approximated using 
the Crank-Nicolson finite difference scheme [38]. 
 
 
6. Examples 
To show the efficiency of the proposed method, three inverse nonlinear transient heat 
conduction problems are analyzed by both the conventional domain method (CDM) and the 
domain decomposition method (DDM) presented in this paper. The accuracy of the results, 
CPU time required for these methods and stability of the proposed method for different 
aspect ratios of the domain are also investigated. For the analysis of the examples considered 
herein, a few MATLAB codes have been developed and run on a system with an Intel (R) 
CoreTM 2 Duo CPU T9300. 
 
6.1. Example 1: A highly nonlinear IHCP 
In this example, a square domain made of silicon is considered (Fig. 3a). The thermo-
physical properties of silicon are highly temperature dependent, which makes the problem a 
highly nonlinear IHCP. Variations of the specific heat and thermal conductivity of silicon are 
shown in Fig. 4. The body is initially at the uniform temperature CT °= 150  and then is 

subject to a time- and space-dependent heat flux on its upper edge, while the lower edge is 
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subject to a free convection condition with the convection coefficient KmW10 2=h  and the 

ambient temperature CT °
∞ =15 . The vertical sides are insulated. The aim of the inverse 

problem is to determine the unknown heat flux, ),( txq , on the upper edge, for the time 
interval sec 252000 ≤≤ t , by using the temperature history at 8 points on the lower edge. To 
do this, the upper boundary of the domain is divided into 6 segments with unknown heat 
fluxes. The inverse problem is first solved over the entire original domain. Then, the same 
problem is solved by decomposing the domain into three sub-domains as shown in Fig 3b. 
 

 

Fig. 3: a) Geometry and boundary conditions of the problem. b) Decomposition of the original domain 
into three sub-domains, each of them containing 588 finite elements. 

 

 
Fig. 4: Thermo-physical properties of silicon. 

 
Measured data are simulated by solving a direct problem and adding random errors (up to 

C2o ) to the exact results. Therefore, a direct problem with the following time- and space-
dependent heat flux on the upper edge in the interval sec 252000 ≤≤ t  is solved 

txxtxq 5.0300009000010000),( 2 +−+=                                             (20) 
It is important to mention that 12 time steps have been considered in the inverse analysis. The 
measured data have been firstly smoothed (pre-analysis smoothing) and then used for the 
inverse analysis. The original exact temperatures, the simulated measured temperatures and 
the smoothed temperatures at the first time step are presented in Fig. 5.   
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Fig. 5: Exact, measured and smoothed temperatures at the first time step. 

 
The inverse analysis was carried out using both the CDM and the proposed DDM. Future 
time steps have also been considered for these two methods. The DDM with only two future 
time steps ( 2=r ) gives satisfactory solutions, while the CDM with two future time steps 
( 2=r ) diverges after three time steps. The CDM with five future time steps ( 5=r ) diverges 
after 10 time steps too. The results obtained using these methods for the time steps 5 and 10 
are shown in Fig. 6. The variations of the heat flux at m 125.1=x  with respect to time, 
obtained by the CDM and DDM, are depicted in Fig. 7.  
 

 
Fig. 6: Results for the heat flux on the upper edge at a) time step 5, and b) time step 10. 
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Fig. 7: Results for the time dependent heat flux x=1.125, on the upper edge of the domain. 

 
The accuracy of the methods has also been investigated. To do this, the error of the solution 
is defined as 

∑∑
= =

−
=
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q

qq
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where J is the number of points with unknown heat flux, N is the number of total time steps 
in the inverse problem, sjq ,  and exact

sjq ,  are the estimated and exact heat fluxes at point j and 

time step s, respectively, and  maxq  is the maximum value of the heat flux at time step s. The 

CPU times and errors of these two methods are tabulated in Table 1. As can be seen from this 
table, the DDM with a lower number of future time steps produces numerical solutions that 
are more accurate than those corresponding to the CDM with a high number of future time 
steps. Moreover, the DDM requires a lower CPU time than the CDM.  
 
Table 1: The computational time and error of the methods for the square shown in Fig. 3a. 

Method of 
solution 

Computational time 
(min) 

Error 

CDM ( 5=r ) 
150 

(for 10 time steps) 
0.075 

DDM ( 2=r ) 
(3 sub-domains) 

15 
(for 12 time steps) 

0.021 

 
6.2. Example 2: Effects of the aspect ratio and the number of sub-domains 
In this example, to study the effects of the aspect ratio of the problem domain, three domains 
with three different aspect ratios, namely 1, 1.5, and 2, respectively, are considered (Fig. 8). 
The effects of the number of sub-domains on the accuracy and stability of the numerical 
results obtained are also investigated. 
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Fig. 8: Geometry of the problem and boundary conditions with the aspect ratios a) 1, b) 1.5, and c) 2. 
 
The thermo-physical properties of the material considered in this example are presented in 
Table 2. The initial condition and boundary conditions on all sides except the upper one are 
assumed the same as those considered in Example 1. The time- and space-dependent heat 
flux on the upper edge is unknown. The lower edge of the domain is subject to a prescribed 
convection condition. Moreover, the temperature at 7 points on the lower edge is also known 
(measured data). Similar to the previous example, the measured data are simulated by solving 
a direct problem. For this purpose, a direct problem with the following time- and space-
dependent heat flux on the upper edge in the interval sec 120000 ≤≤ t  is solved 

txxtxq 5.070000210000),( 2 +−=                                                         (22) 
The measurement error simulation and pre-analysis smoothing are carried out similar to the 

previous example. 
 

Table2: Thermo-physical properties of the material considered. 
Temperature (K) 300 1000 1700 

K (W/m.K) 285 145 5 
Cp (J/kg.K) 800 800 800 
ρ (kg/m3) 2330 2330 2330 

 
In the first case, the square shown in Fig. 8a with the aspect ratio 1 is analysed and 12 time 
steps are considered. The inverse analysis is carried out three times, using the CDM with a 
single future time information (r=1), the CDM with r=4, and the DDM with 2 sub-domains 
and r=1. The WDM with one future time information diverges after 7 time steps. The results 
obtained for the heat flux on the upper side of the square using these methods at time steps 5 
and 12 are shown in Fig. 9. The variations of the heat flux at point m 75.0=x with respect to 
time, obtained by the CDM and DDM, are shown in Fig. 10. The computational time and 
error of the three methods are given in Table 3. As can be seen from these figures, the DDM 
with one future time information gives a satisfactory solution. Moreover, the DDM requires a 
lower computational time and gives solutions that are more accurate in comparison with the 
CDM. 
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Fig. 9: Results for the heat flux over the upper edge of the square shown in Fig. 8a at a) time step 5, 

and b) time step 12. 
 

 
Fig. 10: Results for the time dependent heat flux obtained at x=0.75, on the upper edge of the square 

shown in Fig. 8a (aspect ratio =1). 
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Table 3: The computational time and error of the methods for the square shown in Fig. 8a. 
Method of 
solution 

Computational time 
(min) 

Error 

CDM (r=1) 
5.3 

(for 7 time steps) 
0.086 

CDM (r=4) 
22.2 

(for 12 time steps) 
0.052 

DDM (r=1)      
(2 sub-domains) 

2.1 
(for 12 time steps) 

0.032 

 
Next, the rectangle shown in Fig. 8b with the aspect ratio 1.5 is considered. In this case, the 
distance between the over-determined boundary (lower edge) and the boundary with an 
unknown heat flux (upper edge) is lager than in the first case. The inverse analysis is carried 
out three times, using the CDM with r=4, the DDM with 2 sub-domains and r=1, and the 
DDM with 3 sub-domains and r=1. The conventional domain method with r=1 diverges after 
7 time steps. The results for the heat flux on the upper side of the rectangle, obtained using 
the aforementioned three methods at time steps 5, are shown in Fig. 11. The variations with 
respect to time of the heat flux at point m 75.0=x  obtained using the CDM and DDM are 
shown in Fig. 12. As can be seen form Figs. 11 and 12, the DDM with one future time 
information gives satisfactory solution. The computational time and error of these methods 
are presented in Table 4. The numerical results obtained in this case show that the DDM is 
more efficient than the CDM. Moreover, it should be noticed that the DDM with 3 sub-
domains provides us with numerical solutions that are more accurate in comparison with 
those retrieved using the DDM with 2 sub-domains. 
 

 
Fig. 11: Results for the heat flux on the upper edge of the rectangle shown in Fig. 8b, at time step 5. 
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Fig. 12: Results for the time dependent heat flux at x=0.75, on the upper edge of the rectangle shown 

in Fig. 8b (aspect ratio =1.5) 
 
Table 4: The computational time and error of the methods for the rectangle shown in Fig. 8b. 

Method of solution 
Computational 

time (min) 
Error 

CDM (r=4) 
 

45.3 0.164 

DDM (r=1) 
(2 sub-domains) 

3.2 0.085 

DDM (r=1) 
(3 sub-domains) 

2.5 0.028 

 
In the third case, the rectangle shown in Fig. 8c with the aspect ratio 2 is considered. The 
inverse analysis is carried out three times, using the CDM with r=4, the DDM with 2 sub-
domains and r=1, and the DDM with 3 sub-domains and r=1. The DDM with 2 sub-domains 
and r=1 diverges after 9 time steps. However, the DDM with 3 sub-domains and r=1 gives 
stable results. The numerical results obtained for the heat flux on the upper side of the 
rectangle at time steps 5 and 12 using these methods are presented in Fig. 13. The variations 
of the heat flux at point m 75.0=x with respect to time, obtained by the CDM and DDM, are 
shown in Fig. 14. The computational time and error of the methods retrieved in this case are 
tabulated in Table 5. The numerical results obtained for this example show that decomposing 
the domain into several sub-domains in the inverse analysis not only increases the accuracy 
and stability of the analysis, but also reduces the corresponding computational time. 
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Fig. 13: Results for the heat flux on the upper edge of the rectangle shown in Fig. 8c at a) time step 5, 

and b) time step 12. 
 

 
Fig. 14: Results for the time dependent heat flux at x=0.75, on the upper edge of the rectangle shown 

in Fig. 8c (aspect ratio =2). 
  
Table 5: The computational time and error of the methods for the rectangle shown in Fig. 8c. 

Method of solution 
Computational 

time (min) 
Error 

CDM (r=4) 
80.2 

(for 12 time steps) 
0.224 

DDM (r=1) 
(2 sub-domains) 

10 .1 
(for 9 time steps) 

0.149 

DDM  (r=1) 
(3 sub-domains) 

9.3 
(for 12 time steps) 

0.039 
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6.3. Example 3: Effects of measurement error  
In this example, to study the effects of the measurement error on the accuracy and 
computational time of the results, two different cases with measurement errors up to 1°C and 
5°C are considered, respectively. A Gaussian distribution is considered to simulate the errors 
in the measurements made. 
The geometry, material properties, initial condition and boundary conditions on all sides 
except the upper one are assumed the same as those used in example 1. Similar to previous 
examples, the lower edge of the square is over-determined, i.e. the edge is subject to a known 
convection condition and the temperature at seven points on the lower edge is also known 
(measured data). The measured data are simulated by solving a direct problem with the 
following time- and space-dependent heat flux on the upper edge  

txxtxq 5.0140000210000),( 2 +−= ,  sec 240000 ≤≤ t               (23) 
In the inverse problem, the time- and space-dependent heat flux on the upper edge is 
unknown. The heat flux has an ascending-descending distribution over the upper edge.  
The inverse analyses are carried out using the CDM with r=4 and the DDM with 3 sub-
domains and r=1. It should be mentioned that the solution obtained using the CDM with r=1 
is not stable and diverges after a few time steps. The results for the heat flux on the upper side 
of the square, obtained using these two methods at time steps 4 and 8, and with 1°C and 5°C 
measurement errors, are shown in Figs. 15 and 16, respectively. The variations of the heat 
flux at points m 75.0=x  and m 5.1=x with respect to time, obtained using the CDM and 
DDM for the aforementioned cases, are shown in Figs 17 and 18, respectively, while the 
corresponding error and computational time are given in Tables 6 and 7, respectively. 
As can be seen form Figs.15-18 and Tables 6 and 7, the DDM with one future time 
information gives satisfactory solution in all cases. Moreover, the DDM requires a lower 
computational time and provides us with numerical solutions that are more accurate than 
those retrieved using the CDM. 
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Fig. 15: Results for the heat flux on the upper edge of the square (example 3) with 1° C 

measurement error at a) time step 4, and b) time step 8. 
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Fig. 16: Results for the heat flux on the upper edge of the square (example 3) with 5° C 

measurement error at a) time step 4, and b) time step 8. 
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Fig. 17: Results for the time dependent heat flux over the upper edge of the square (example 3) with 

1° C measurement at a) x=0.75, and b) x=1.5. 
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Fig. 18: Results for the time dependent heat flux on the upper edge of the square (example 3) with 5° 

C measurement at a) x=0.75, and b) x=1.5. 
 
Table 6: The computational time and error of the methods used in example 3 (1° C 
measurement error). 

Method of 
solution 

Computational 
time (min) 

Error 

CDM (r=4) 240 0.167 
DDM (r=1) 

(3 sub-domains) 
27.2 0.032 

 
Table 7: The computational time and error of the methods used in example 3 (5° C 
measurement error). 

Method of 
solution 

Computational 
time (min) 

Error 

CDM (r=4) 290 0.26 
DDM (r=1) 

(3 sub-domains) 
27.6 0.062 

 
7. Conclusions 
 
In this paper, a stable numerical method for the inverse analysis of nonlinear transient heat 
conduction problems was presented. The idea of the proposed method is to split the original 
domain of the problem into a few sub-domains and convert the given inverse problem into 
several simpler problems. 
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The efficiency and accuracy of the method were studied through several numerical examples. 
According to the results obtained and presented herein, the following major conclusions can 
be drawn: 
1. The need for additional future time steps in the DDM is less than that in the CDM. In 

general, the DDM provides one with stable and satisfactory numerical solutions with one 
future time information only. 

2. For a specific problem, the increase in the number of sub-domains implies a decrease in 
the computational time required to solve the problem. This is due to a smaller number of 
future time steps to be considered in the DDM and a significant decrease in the number of 
iterations required at each time step in the DDM with a larger number of sub-domains.  

3. The distance between the over- and under-determined boundaries becomes smaller in the 
DDM. As a consequence, the ill-posedness of the inverse problem in each sub-domain of 
the DDM is less than that corresponding to the inverse problem associated with the 
original domain. Therefore, a lower value of the regularization parameter in the DDM can 
be considered. In other words, for a specific problem, increasing the number of sub-
domains actually increases the accuracy of the results.  

4. When the distance between the over- and under-determined boundaries is large, a higher 
number of sub-domains should be considered in the DDM in order to obtain a sufficiently 
accurate and stable solution. 
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